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Abstract: We present a full-color holographic augmented reality near-eye display using a
Pancharatnam-Berry phase lens (PBP lens) and its aberration correction method. Monochromatic
and chromatic aberrations of the PBP lens are corrected by utilizing complexwavefrontmodulation
of the holographic display. A hologram calculation method incorporating the phase profile of
the PBP lens is proposed to correct the monochromatic aberration. Moreover, the chromatic
aberration is corrected by warping the image using the mapping function obtained from ray
tracing. The proposed system is demonstrated with the benchtop prototype, and the experimental
results show that the proposed system offers 50° field of view full-color holographic images
without optical aberrations.
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1. Introduction

Recently, augmented reality (AR) devices are gaining attention in both research and industrial
field. Consequently, the development of a compact near-eye display becomes an important issue
for the commercialization of AR devices. Various types of near-eye displays using free-form lens
[1,2], diffractive optical element [3,4], holographic optical element (HOE) [5,6], index-matched
anisotropic crystal lens [7], and meta-lens [8] have been proposed to achieve a wide field of view
(FOV) with a small form factor.

Pancharatnam-Berry phase (PBP) optical element is an emerging optical element that has
advantages for the compact near-eye display. The PBP optical element is a planar optical
component that modulates the wavefront with liquid-crystal directors [9,10]. Since the desired
phase profile is generated by spatially-varying directions of the liquid-crystal directors, a lens with
a high numerical aperture (NA) can be fabricated while obtaining a planar structure. Furthermore,
the PBP optical element shows different optical effects depending on the polarization state of
the incident light. Owing to its polarization selectivity, high numerical aperture, and planar
structure, it has been used in near-eye displays for versatile use, such as a coupler, deflector, and
lens [11–16]. Moreover, the development of the PBP optical element enabled the implementation
of complex structures [17–19]. However, chromatic aberration due to wavelength dependency of
the PBP optical element hinders the realization of a full-color near-eye display.

In our previous research, PBP eyepiece (PBPE) for the AR near-eye display has been proposed,
and additional HOEs were adopted to compensate the chromatic aberration [14,15]. In [14],
stacked diffuser-HOEs with physical gaps were used as transparent screens, but the gap between
HOEs made the bulky system. To reduce the form factor, chromatic HOE that compensates
the focal length of PBPE was adopted to a Maxwellian-view display in [15]. However, a
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monochromatic aberration that degrades the resolution at the outermost part of the image was
observed. Furthermore, focus cues were not provided to users in both systems. Therefore, a
method to correct both chromatic and monochromatic aberration without additional optical
components while providing focus cues should be devised.

In this paper, we present a holographic AR near-eye display using PBPE and a methodology to
correct the optical aberrations from PBPE. The complex wavefront modulation of the holographic
display makes it possible to provide focus cues while correcting the aberrations through proper
computer-generated hologram (CGH) calculation [20,21]. Here, the monochromatic aberration is
corrected with a proposed point-spread function (PSF) based CGH calculation method. In order
to consider the phase profile of PBPE while avoiding an aliasing issue, the holographic image
is generated with the superposition of PSFs during the backpropagation. The lateral chromatic
aberration is corrected by warping the image with the mapping function obtained from ray tracing.
Also, the axial chromatic aberration is corrected by adjusting the depth of the holographic image
according to the wavelength. The presented display system is implemented with the benchtop
prototype. Experimental results show that the proposed CGH calculation method corrects the
observed aberrations of full-color images. The display system provides holographic AR images
with 50° FOV and focus cues.

2. Backgrounds

2.1. Pancharatnam-Berry phase lens eyepiece

Unlike a conventional spherical lens that modulates the wavefront by optical path difference,
the phase profile of a PBP lens is determined by the direction of spatially-varying liquid-crystal
directors [9,10]. Therefore, the PBP lens has a thin planar structure regardless of its focal length.
The planar structure of the PBP lens has an advantage over the conventional spherical lens as an
eyepiece for the compact near-eye display. Figure 1(a) shows the operation principle of the PBP
lens. The PBP lens functions as a convex lens for an incident right-handed circularly polarized
(RCP) light while it functions as a concave lens with the identical focal length for a left-handed
circularly polarized (LCP) light. In both cases, the polarization state of the incident light changes
into the opposite direction; the RCP light becomes the LCP light, and the LCP light becomes the
RCP light.
In our previous research, PBPE was proposed as a transmissive AR eyepiece [14]. PBPE

consists of two PBP lenses, a linear polarizer (LP), and a quarter-wave plate (QWP), as shown
in Fig. 1(b). LP and QWP between two PBP lenses make the output light of the first PBP lens
become RCP regardless of the incident polarization state. Therefore, the RCP light passes through
two convex lenses, while the LCP light passes through a convex lens and a concave lens with the
same focal length f . The infinitesimally small gap between two stacked PBP lenses makes PBPE
act as a convex lens with effective focal length f /2 for the RCP light. On the contrary, PBPE
becomes a transparent plate for the LCP light as it undergoes two conjugate lenses. Hence, an
AR eyepiece is obtained by providing a virtual image with RCP and a real-world image with LCP.
Furthermore, since all the optical components of PBPE have small thicknesses, PBPE maintains
a thin planar structure. However, due to the linear polarizer inside PBPE, the efficiency for the
unpolarized incident light is 25%.
One of the major issues in implementing the PBP lens is chromatic aberration. Since the

phase profile of the PBP lens is equivalent for a wide spectrum range, the focal length changes
according to the wavelength. The relationship between the designed wavelength λd, the designed
focal length fd, the wavelength of the incident light λi, and the corresponding focal length fi is
expressed as Eq. (1) [8].

φPBP (r) =
2π
λd

(
fd −

√
r2 + fd2

)
=

2π
λi

(
fi −

√
r2 + fi2

)
, (1)
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Fig. 1. Operation principle of (a) a single PBP lens and (b) PBPE. The schematic diagrams
are not to scale, and there is no gap between optical components of PBPE. LPS indicates
linear polarization state.

where φPBP (r) is the phase profile of the PBP lens. Since PBPE consists of two stacked PBP
lenses, the phase profile of PBPE becomes φPBPE (r) = 2φPBP (r). With paraxial approximation
stated as r � fd, the focal length of the PBP lens fi corresponding to the wavelength λi is
expressed as fi = λdfd/λi from the above equation. Different focal lengths depending on the
wavelength induce axial and lateral chromatic aberrations. The axial chromatic aberration floats
images to different depths, and the lateral chromatic aberration magnifies the images to different
sizes according to the wavelength. In this research, chromatic aberration is corrected without
additional optical components using CGHs calculated with the proposed aberration correction
method. The effect of the chromatic aberration and its correction method will be discussed in
detail in section 3.2.

2.2. Holographic near-eye displays

The holographic display reconstructs the wavefront of a real object by a spatial light modulator
(SLM), providing focus cues to the user [20]. The holographic near-eye display enlarges FOV by
adopting an eyepiece. A short focal length of the eyepiece obtains wide FOV by magnifying
the holographic image. However, the adoption of the eyepiece limits the eye-box of the display
system. Due to the pixelated structure of SLM, diffraction angle θd is determined by the pixel
pitch p of SLM as θd = 2sin−1 (λ/2p). Limited diffraction angle restricts the eye-box to a region
around the focal plane of the eyepiece, as shown in Fig. 2. The width of the eye-box lf and FOV
at the focal plane θFOV are expressed as

lf =
λf
p
, (2)

θFOV = 2tan−1
(
lSLM

2f

)
, (3)

where λ is the wavelength of the incident light, f is the focal length of the eyepiece, and lSLM is
the width of SLM [22]. In order to obtain wide FOV, the eyepiece should have short focal length
and large aperture, resulting in high NA.

The holographic display can correct the aberration of the optical system by providing a proper
CGH. CGH for the aberration correction is generally obtained with a feedback-based method,
which finds CGH that provides sharp PSF to users [5,6,23,24]. Since the feedback-based method
repeats the process until sharp PSF is obtained, it guarantees an aberration-corrected holographic
image. However, the feedback-based method requires a time-consuming and laborious process,
and the termination of the iteration loop is determined by the user or the fit function, which could be
inaccurate and subjective. On the contrary, the aberration pre-compensation method based on the
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knowledge of the optical system provides an efficient way. In previous researches, the aberration
of HOE in the holographic display was pre-compensated with ray tracing method and wave
vector-based method [25,26]. However, only astigmatism was considered, and other aberrations
from the eyepiece were ignored. Therefore, a CGH calculation method that incorporates the
phase profile of the eyepiece should be devised.

Fig. 2. Schematic diagram of the holographic near-eye display

3. Proposed CGH calculation methods for aberration correction

3.1. Monochromatic aberration correction

In our previous research about the near-eye display using PBPE, the resolution of the image was
lower at the outermost part than the central part [15]. This monochromatic aberration results
from the non-ideal imaging of PBPE. Here, the monochromatic aberration is corrected with the
CGH calculation method incorporating the phase profile of PBPE. A straightforward method
is to propagate the target virtual image backward to SLM while considering the effect of the
optical system. The complex amplitude is calculated by repeating the free-space propagation
and multiplying the phase of the optical components. However, it is hard to apply the wave
optics in the near-eye display due to an aliasing issue resulting from high NA of the eyepiece. To
express the phase profile of the lens in the wave optics simulation, the sampling condition to
avoid aliasing should be satisfied. The sampling condition for the lens is expressed as ∆x ≤ λ

2NA ,
where ∆x is the sampling distance, and NA is the numerical aperture of the lens [27]. Therefore,
the short sampling distance due to high NA of the eyepiece makes the memory size exceed the
computation limit during the propagation.
In order to avoid the aliasing issue, we propose a PSF-based aberration correction method.

In this method, a point from the virtual image plane is backpropagated to obtain an analytical
expression of PSF at the input image plane. The superposition of PSFs generates the aberration-
corrected holographic image. In the single-lens imaging system, PSF is expressed as a Fourier
transform of the pupil function with paraxial approximation [28]. While calculating PSF, the
lens phase is not explicitly expressed, and only the phase term that induces aberration appears
in the pupil function. Based on this idea, we rewrite the phase profile of the eyepiece φPBPE as
Wlens +Waberr, where Wlens is the ideal single-lens imaging term, and Waberr is the aberration term.
In the analytical expression of PSF, high NA phase term Wlens vanishes, and only slowly-varying
phase term Waberr remains in the efficient pupil function of PBPE. Therefore, it is possible to
avoid the aliasing issue by finding the efficient pupil function of the holographic near-eye display
system.
Figure 3 shows the schematic diagram of the single-lens imaging system in the holographic

near-eye display. For convenience of explanation, the plane where the input image exists is
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expressed as the object plane, and the figure is depicted for the case where the imaging system
forms a real image. SLM generates the holographic image at the object plane, and the virtual
image is floated at the image plane by the eyepiece located at the lens plane. (xo, yo), (xl, yl), and
(xi, yi) are the coordinates of the ray at the object, lens, and image plane obtained from the ray
tracing method, which will be discussed in the section 3.2. With paraxial approximation, the
horizontal and vertical diffraction angle of SLM is limited to θx =

λ
px
, θy =

λ
py
, respectively, where

px, py are the pixel pitches along x and y directions, respectively. Accordingly, the efficient pupil
function is limited to the region inside a rectangular area having a width of lx = zoθx and a height
of ly = zoθy centered around (xl, yl), generating different PSFs depending on the lateral location
of the object point. Therefore, the aberration-corrected image is obtained with point-by-point
superposition of the spatially-varying PSFs.

Fig. 3. Schematic diagram of the backpropagation process of the lens imaging system

In order to obtain PSF at (xo, yo), a spherical wave originating from (xi, yi) is backpropagated to
the object plane via (xl, yl). Complex amplitude at the lens plane Ul (x, y) becomes multiplication
of the backpropagated spherical wave Ûl (x, y) and the conjugation of PBPE, which is expressed
as

Ûl (x, y) =
1

ri (x, y)
exp

(
−

zi

|zi |
jkri (x, y)

)
, (4)

Ul (x, y) = exp (−jφPBPE (x, y)) rect
(
x − xl

lx
,
y − yl

ly

)
Ûl (x, y) , (5)

where ri (x, y) =
√

z2i + (x − xi)
2 + (y − yi)

2 is the distance between an arbitrary point (x, y) at the
lens plane and (xi, yi).
The complex amplitude at the object plane Uo (x, y) is obtained with the convolution of

Ul (x, y) and the conjugation of the free-space propagation impulse response h (x, y, z). From the
Rayleigh-Sommerfeld solution, the impulse response of the free-space propagation and Uo (x, y)
becomes

h (x, y, z) =
1
jλ

exp (jkr)
r

z
r
, (6)

Uo (x, y) =
∬

exp (−jφPBPE (x′, y′)) rect
(
x′ − xl

lx
,
y′ − yl

ly

)
Ûl (x′, y′)

h∗ (x − x′, y − y′, zo) dx′dy′,
(7)

where r =
√

x2 + y2 + z2 [28]. To rewrite Eq. (7) into Fourier transform of the efficient pupil
function, the coordinates of the object plane and the lens plane are shifted. The backpropagated
field at the lens plane is valid only in the region centered around (xl, yl), and PSF at the object plane
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has valid value only near (xo, yo). Therefore, the origins of the object plane and the lens plane are
shifted to (xo, yo) and (xl, yl) by substituting (x̃, ỹ) = (x − xo, y − yo) and (x̃′, ỹ′) = (x′ − xl, y′ − yl),
respectively. Also, (xo, yo) = (xl, yl) is used since the light from SLM is parallel to the z-axis in
the proposed system. By assuming x̃, x̃′, ỹ, ỹ′ � zo, we can rewrite Eq. (7) with Taylor series
approximation. Third-order and higher-order terms are ignored in the approximation.

Uo (x̃, ỹ) =
1

jλzo
exp

(
−j

k
2zo

(
x̃2 + ỹ2

))
F −1 [PPBPE (x̃′, ỹ′)]

��
νx=

x̃
λzo ,νy=

ỹ
λzo

, (8)

PPBPE (x̃′, ỹ′) = exp (−jφPBPE (x̃′ + xl, ỹ′ + yl)) rect
(
x̃′

lx
,
ỹ′

ly

)
Ûl (x̃′ + xl, ỹ′ + yl)

× exp
(
−j

k
2zo

(
x̃′2 + ỹ′2

))
.

(9)

As a result, PSF at the object plane is expressed as Uo (x̃, ỹ) with the efficient pupil function
PPBPE and the additional parabolic phase profile.

In order to identify that the proposed method avoids the aliasing issue, a sampling distance for
the wavefront of the efficient pupil function PPBPE is calculated. From Eq. (9), the wavefront of
the efficient pupil function PPBPE is expressed as Waberr in Eq. (10) by separating rectangular
function from phase terms. In addition, a sampling condition for an arbitrary wavefront W (x, y)
is expressed as Eq. (11), where ∆x,∆y are horizontal and vertical sampling distance, respectively
[27].

PPBPE (x̃′, ỹ′) = rect
(
x̃′

lx
,
ỹ′

ly

)
exp (jWaberr (x̃′, ỹ′)) , (10)

∆x
����∂W (x, y)

∂x

����
max
≤ π, and ∆y

����∂W (x, y)
∂y

����
max
≤ π. (11)

The wavefront W (x, y) in Eq. (11) becomes φPBPE when the phase profile of PBPE is directly
expressed, resulting in the small sampling distance due to high NA. On the contrary, W (x, y)
becomes Waberr in the proposed method, which requires a longer sampling distance. Substituting
the 532 nm wavelength and a virtual image floated at a depth of 100 mm as an example, the
sampling distance becomes 0.427 µm for φPBPE, and 25.7 µm for Waberr. Relatively long sampling
distance of the proposed method requires less memory while avoiding the aliasing issue.
Figure 4 shows the wavefront of the efficient pupil function and the phase profile of PBPE at

the edge of the lens plane. The width and height of the displayed phase profile in Figs. 4(a) and
4(b) are lx and ly, which are both 1.6 mm. Due to the strict sampling condition, φPBPE shows
severe aliasing effect. Shorter sampling distance, which requires larger memory, should be used
to fully describe the phase profile of PBPE, as shown in Fig. 4(c). Therefore, the proposed
method enables CGH calculation that incorporates the phase profile of the eyepiece without the
aliasing issue by using the efficient pupil function.

3.2. Chromatic aberration correction

Due to the chromatic aberration, a single white color image is separated into three color images
with different axial and lateral displacements when it is floated by PBPE, as shown in Fig. 5(a). A
simple way to correct the chromatic aberration of PBPE in the holographic display is to integrate
an additional lens profile to CGH that compensates wavelength-dependent focal lengths. However,
the maximum optical power of the lens that SLM can generate is not enough to compensate the
chromatic aberration due to the limited space-bandwidth product of SLM. Therefore, providing
properly warped images at different depths depending on the wavelength is a more suitable
method. The depth of the input image plane zo that makes the virtual image at the desired
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Fig. 4. (a) The wavefront Waberr of the efficient pupil function PPBPE. (b) The phase profile
φPBPE of PBPE, and (c) its enlargement.

depth zi for each wavelength is calculated by the thin lens equation. The focal length of PBPE
corresponding to each wavelength is calculated from the relation fi = λdfd/λi.

Each color image is corrected by the image warping to avoid the lateral chromatic aberration
[29]. The mapping function between the input image plane and the virtual image plane is
calculated by ray tracing method with the phase profile of PBPE. Considering limited space-
bandwidth product of SLM, rays departing from SLM are assumed to be parallel to the z-axis.
The direction of the rays refracted by PBPE is calculated by regarding PBPE as a diffraction
grating. In this manner, the grating vector of PBPE is expressed as

®KPBPE (x, y) =
(
∂φPBPE
∂x

,
∂φPBPE
∂y

)
= −

4π
λd

©«
x√

x2 + y2 + f 2d
,

y√
x2 + y2 + f 2d

ª®®¬ . (12)

Therefore, the direction of the refracted ray is calculated by adding the grating vector of PBPE
and the lateral wavevector of the incident ray [30]. Since the direction of the incident ray is
parallel to z-axis in the proposed system, relation between a point at the input image (xo, yo) and
the virtual image (xi, yi) depicted in Fig. 5(b) is expressed as

(xi, yi) = (xo, yo) − zi
®KPBPE (xo, yo)√

k2i −
���®KPBPE(xo, yo)

2
��� , (13)

where ki =
2π
λi

is the wavenumber of the incident light, and zf is the distance between PBPE and
the virtual image. The image warping using the mapping function Eq. (13) is applied to obtain
the identical images for all wavelengths. This method corrects not only chromatic aberration but
also pincushion distortion because it is based on the phase profile of PBPE.

Fig. 5. Schematic diagram of the image formation by PBPE (a) without and (b) with
chromatic aberration correction.
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4. Results

4.1. Benchtop prototype of the proposed display system

Figure 6(a) shows PBPE used in the experiment. The designed wavelength of the PBP lens
(Edmund Optics, 45 mm focal length polarization directed flat lens) is 550 nm, and the designed
focal length is 45 mm. Therefore, the focal length of PBPE is 18.8 mm, 23.3 mm, and 27.1 mm
when the wavelength of the light is 660 nm, 532 nm, and 457 nm, respectively. The diameter is
24.5 mm, and the thickness is less than 1 mm.
The benchtop prototype of the proposed holographic AR near-eye display using PBPE is

shown in Fig. 6(b). Linearly polarized red (Cobolt, Flamenco with wavelength of 660 nm), green
(Cobolt, Samba with wavelength of 532 nm), and blue (Cobolt, Twist with wavelength of 457 nm)
lasers are used as light sources to provide full-color images. Lasers are collimated and combined
with beam splitters before entering SLM (Jasper JD7714) via a beam splitter. The resolution of
SLM is 4096 by 2400, and the pixel pitch is 3.74 µm for both horizontal and vertical directions.
High-order and DC noise of the holographic image are eliminated by 4-f system with a spatial
filter. The focal length of the lenses used in the 4-f system are 50 mm and 85 mm to enlarge the
size of SLM 1.7 times and fill the aperture of PBPE. After passing through the 4-f system, the
holographic image is combined with the real-world image by a beam splitter, and PBPE is placed
after the beam splitter to be used as the eyepiece. In order to separately modulate the real-world
image and the holographic image, LP and a half-wave plate (HWP) are placed before the beam
splitter, and QWP is placed in front of PBPE. The polarization direction of LP is chosen to make
the real-world image into LCP after passing through QWP, and the direction of HWP’s fast axis is
chosen to make the holographic image into RCP after passing through QWP. Therefore, only the
holographic image is virtually floated while the real-world image is conveyed to the user without
any modulation. The light efficiency of the display system is measured with the optical power
meter (Newport, 1830-C) and the optical power detector (Newport, 818-SL). The measured light
efficiency of the holographic image is 17.2%, 16.7%, and 16.6% for 660 nm, 532 nm, and 457
nm wavelength, respectively.

Fig. 6. The picture of (a) PBPE and (b) the experimental setup for the benchtop prototype
of the proposed system

4.2. Experimental results

The monochromatic aberration correction method is evaluated with the grid pattern image and
PSF. Figure 7(a) shows the observed holographic images and their enlargements with and without
aberration correction. FOV of Fig. 7(a) is 70°, which is the full FOV of the monochromatic green
image. It is clearly seen that the image at the outermost part becomes as sharp as the central part
after the aberration correction. The normalized intensities of PSFs at the outermost part of the
red, green, and blue images are plotted in Fig. 7(b). The intensity is measured at the cross-section
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of PSF along the dashed line depicted in the picture of enlarged PSFs. The peak value increased,
and the width decreased after the aberration correction. Therefore, the proposed CGH calculation
method corrects the monochromatic aberration of PBPE for all wavelengths. However, since only
the blue image utilizes full FOV, the aberration correction is clear for the blue image while less
effective for red and green images. FOV of the proposed system will be discussed in section 5.1.

Fig. 7. (a) The holographic images and their enlargements before and after the monochro-
matic aberration correction. (b) PSF at the outermost part of the image and their intensity of
the cross-section before and after the monochromatic aberration correction.

An image of white letters is used as a target image to visualize the effect of the chromatic
aberration and its correction method, as shown in Fig. 8. When the identical CGH for the green
image is used for the red, green, and blue images, both axial and lateral chromatic aberration
appears. The clear full-color image is obtained after correcting the chromatic aberration.

Fig. 8. Observed images of white letters before and after the chromatic aberration correction.

Figure 9 shows the full-color holographic images obtained with the proposed display system.
CGH is generated with an RGB image and a depth map by using the proposed CGH calculation
methods. In order to observe only effects of the aberration and its correction, 10 holographic
images with different random phases are digitally combined for each color channel to reduce
speckle noise [31]. Each color channel is also digitally combined to obtain the full-color image.
To obtain 60 Hz frame rate, a display with an 1800 Hz frame rate is needed. Therefore, a
high-speed display such as the digital micromirror device, which provides a high frame rate
above 10 kHz, can be used for practical use of the proposed system [32]. The focus cues provided
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by the holographic display system is demonstrated in Fig. 9(a). The nearest object is placed at 10
diopter (D), and the farthest object is placed at 0.5D. The holographic image and the real-world
image are combined successfully, as shown in Fig. 9(b). Furthermore, FOV of the proposed
display system is about 50°, as shown in Fig. 9(c).

Fig. 9. (a) Observed holographic images without the real-world image, showing focus cues.
(b) The holographic AR images, and (c) FOV of the proposed display system.

However, some noise appears in the center of the image when CCD is focused on the far
distance. This noise is the virtual image of the spatial filter in the 4-f system due to the limited
efficiency of PBPE. The image of the spatial filter is floated to an infinite distance by the second
lens of the 4-f system. Therefore, part of this image passes through PBPE without any modulation,
and it is observed when focused at the far distance.

5. Discussion

5.1. FOV design of the proposed system

As discussed in section 2.2, the eye-box of the holographic near-eye display is located at the focal
plane of the eyepiece. Due to the chromatic aberration of PBPE, the position of the eye-box
varies depending on the wavelength. Therefore, a viewing position where the maximum FOV
is obtained is different for each wavelength. However, since the holographic near-eye display
provides images to the user outside the eye-box with decreased FOV, it is possible to define a
viewing zone where sufficient FOV is provided for all wavelengths. In order to find this region,
FOV of the holographic near-eye display at arbitrary points along the z-axis must be configured.
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In the holographic near-eye display, three stops limit FOV, as shown in Fig. 10(a). The first
one is SLM, which is denoted as stop 1 in Fig. 10(a). By regarding that the light is coming from
the virtual image of SLM, the size of SLM becomes an aperture stop of the display. Therefore,
FOV limited by the size of SLM is

θFOV,1 = 2tan−1
(
MlSLM + dp

2 (zi + ze)

)
, (14)

where zi is the distance between the eyepiece and the virtual image, M is the magnification of the
eyepiece, dp is a diameter of the user’s pupil, and ze is the eye relief. The second is the aperture of
the eyepiece, which is denoted as stop 2 in Fig. 10(a). Since the holographic image is transferred
to the user through the eyepiece, the aperture of the eyepiece becomes the stop of the system.
FOV limited by the aperture of the eyepiece is expressed as

θFOV,2 = 2tan−1
(
Dep + dp

2ze

)
, (15)

where Dep is the diameter of the eyepiece. Lastly, the limited angular spectrum due to the
pixelated structure of SLM acts as the stop of the holographic near-eye display. Limited angular
spectrum makes the eye-box at the focal plane with width lf . Therefore, all the light coming from
SLM passes through the limited eye-box at the focal plane, making the eye-box act as the stop,
which is denoted as stop 3 in Fig. 10(a). FOV determined by the angular spectrum of SLM is as
follows:

θFOV,3 = 2tan−1
(

lf + dp

2 |ze − f |

)
. (16)

Fig. 10. (a) Top view of the holographic near-eye display with its stops to design FOV. (b)
Simulation results of FOV at arbitrary points along the z-axis.

The system stop of the display system is chosen to be the smallest among the possible
candidates of the aperture stop. Therefore, the minimum value among θFOV,1, θFOV,2, and θFOV,3
is designated as FOV of the holographic near-eye display system. Substituting the proposed
system’s specification into the variables and assuming the diameter of pupil as 6 mm, the lateral
FOV of the proposed system for each wavelength is plotted as Fig. 10(b). When the eye relief is
in a range from 20 mm to 25.6 mm, the lateral FOV of the proposed system becomes 50° to 60°.
Therefore, the proposed system can achieve the viewing zone with the axial size of 5.6 mm that
provides FOV over 50° for all wavelengths. In the experiment, the eye relief is set to 25.6 mm for
the maximum FOV of the full-color image.
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In the proposed system, it is hard to define the eye-box in a general way due to the chromatic
aberration of PBPE. Therefore, we defined the eye-box of the system as a region where the
full-color image is provided at the viewing position. When the eye relief is larger than the focal
length of the eyepiece, the size of the eye-box increases, and FOV decreases. Since the viewing
position is near the focal plane of the blue image and far from the focal plane of the red and green
images, the blue image obtains the smallest eye-box. Therefore, the blue image limits the size of
the eye-box to 1.9 mm, which is calculated from Eq. (2).

5.2. Lateral chromatic aberration depending on the user’s focal plane

In section 3.2, lateral chromatic aberration is corrected by warping the image based on the
mapping function obtained from ray tracing. However, the lateral chromatic aberration must
be corrected to the user’s focal plane, not the virtual image plane. In the holographic near-eye
display, the light from the virtual image propagates as a single ray due to the small divergence
angle of SLM. Since the wavelength-dependent lens power of PBPE is not compensated, the
directions of light rays departing from a single point at the virtual image are different for each
wavelength. The small divergence angle of the light occurs reappearance of the chromatic
aberration when the user’s focal plane changes.
Figure 11 shows schematic diagrams of the lateral chromatic aberration depending on the

user’s focal plane and corresponding experimental results. When the user focuses on the virtual
image plane, the lateral chromatic aberration is successfully corrected by warping the input image
to the virtual image plane, as shown in Fig. 11(a). However, when the user changes the focal
plane to another plane, red, green, and blue images are separated from each other again due to
different ray directions, as shown in Fig. 11(b). In this condition, the user observes the defocused
virtual image with chromatic aberration. Therefore, the lateral chromatic aberration must be
corrected to the user’s focal plane, as shown in Fig. 11(c). Even though the eye moves inside the
eye-box, the hologram need not be updated if the user focuses on the identical plane. However,
since the pupil swim rotates the user’s focal plane, the hologram should be updated depending
on the rotation angle.

Fig. 11. Schematic diagram of the chromatic aberration depending on the user’s focal plane
and its corresponding experimental results. The image is corrected to the virtual image
plane, and the user focuses on (a) the virtual image plane and (b) the arbitrary plane. (c) The
image is corrected to the plane where the user focuses.

It is necessary to know the user’s focal plane to warp the input image depending on the user’s
focal plane. Therefore, additional sensors to find the focal plane of the eye, such as eye-trackers
with a depth camera used in previous researches, should be included in the display system for
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the actual use [33,34]. However, all the experiments in this research were conducted with the
assumption that the user’s focal plane is already known.

5.3. Acceleration of CGH calculation

The proposed CGH calculation method generates the aberration-corrected holographic image
with the superposition of every PSF corresponding to the target image. However, calculation and
superposition of every PSF take too long computation time. In order to accelerate the calculation,
the aberration-corrected image is generated by dividing the target image into multiple patches
and using the identical PSF for each patch. Assuming that PSF is a spatially slowly-varying
function, PSF inside each patch is considered to be constant. Therefore, the aberration-corrected
image is obtained by merging the convolution results of each patch and PSF corresponding to the
center of the patch. However, the result of this calculation method must be different from the
ground truth generated with the point-by-point superposition of PSFs. Therefore, the patch size
that has sufficiently small error compared to the ground truth must be obtained.
In order to evaluate the generated aberration-corrected image, peak signal-to-noise ratio

(PSNR) is used. The image with resolution of 4096×2400, whose intensity of every pixel is
normalized to one, is used as the target image. Figure 12(a) shows PSNR and the calculation time
according to the patch size. A square-shaped patch is used, and the patch size is defined as the
width of the patch expressed in the number of pixels. When the patch size is 1, generated image
becomes the ground truth, and the calculation time is about 10 hours. As the patch size increases,
both PSNR and the calculation time decreases. In this research, the lower bound of PSNR is
set to 30 dB; therefore, the patch size is determined to 40. The star-shaped marks in Fig. 12(a)
indicate the patch size of 40, which is used in the experiment. Corresponding calculation time is
32 seconds, and PSNR is 29.41 dB.

Fig. 12. (a) Calculation time and PSNR of the aberration-corrected image according to the
patch size. (b) Squared error between the ground truth and the obtained aberration-corrected
image when the patch size is 40 and 400.

Figure 12(b) visualizes the squared error between the ground truth and the generated aberration-
corrected image when the patch size is 40 and 400. Though the patch size of 400 obtains a
short calculation time of 2 seconds, it shows high squared error since the large patch size makes
non-constant PSF inside the patch. On the contrary, the small patch size of 40 obtains high
PSNR and low squared error across the entire image. Therefore, the CGH calculation process
can be accelerated while obtaining the quality of the aberration-corrected image. Though CPU
processing using MATLAB is used in this research, GPU-accelerated calculation can be used
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to obtain the accurate aberration-corrected image since the calculation method can be fully
parallelized.

6. Conclusion

In this research, the full-color holographic AR near-eye display using PBPE and the CGH
calculation method for the aberration correction is presented. By using PBPE as an eyepiece,
the holographic AR near-eye display with 50° FOV is obtained. When PBPE is used as an
eyepiece, monochromatic and chromatic aberrations appear due to its non-ideal imaging function
and wavelength dependency. In this paper, we correct the aberrations by wavefront modulation
of the holographic display. The monochromatic aberration is corrected with the proposed
CGH calculation method, which incorporates the phase profile of PBPE in the backpropagation
process. In order to avoid an aliasing issue during the backpropagation process, PSFs at the
input image plane of PBPE are calculated and superposed to generate an aberration-corrected
holographic image. Axial chromatic aberration is corrected by floating the holographic images at
different depths depending on the wavelength. Also, lateral chromatic aberration is corrected by
warping the image with the mapping function obtained from ray tracing. The proposed system is
demonstrated with the benchtop prototype. Experimental results show that the proposed display
system provides full-color holographic images with 50° FOV while correcting the observed
aberrations of PBPE.
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